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Abstract. This paper proposes the use of narrative patterns as an e�ec-
tive guide to preserve thematic consistency in the composition of stories
using Large Language Models (LLMs). Our approach drove inspiration
from a well-accepted, thorough, and overarching classi�cation of folklore
types and the deservedly famous Monomyth characterization of heroic
quests. The approach comprises both the pattern-guided composition of
narratives and the creation of new patterns by applying the most spe-
ci�c generalization (MSG) criterion. We designed and implemented an
AI-powered tool to create complex narratives in a storyboard format to
demonstrate the feasibility of the proposed approach.
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1 Introduction

The purpose of the present paper, situated in the Computational Narratology
area [6,13], is to investigate how meaningful narratives can emerge under the
guidance of noteworthy existing patterns, able to impose coherent narrative
structures, and how to create new adequately expressive patterns by applying
the notion of most speci�c generalization [15] to a number of texts.

We started by learning from one of the most in�uential literary researchers
in narratology, Mieke Bal, that the study of narratives should encompass three
distinct layers, which she respectively denominates [3]:

1. Fabula � a series of logically and chronologically related events that are
caused or experienced by actors.

2. Story � a fabula that is presented in a certain manner.
3. Text � an artifact in which an agent tells a story in a particular medium,

such as language, imagery, sound, buildings, or a combination thereof.
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So, fabula constitutes the contents of the narrative, corresponding to what
is told, whereas the story is how the fabula is told, and text is the material
form through which the story is communicated. Mieke Bal explains that she is
contemplating the readers (casual readers or learned critics), not the authors,
and consequently, has in mind the reading and interpretation activity, rather
than composition. However, for the purposes of automatic interactive narrative
generation, it is convenient to start from the topmost fabula level, as we did in
some of our previous works [9,32,20,10,24], specifying Propp-like functions [28]
in terms of pre-conditions and post-conditions (e�ects), and building plots via
backward-chaining plan-generation procedures [8,23,21].

With this approach, we were able to ensure logical coherence; however, by
not contemplating Mieke Bal's story layer, the generated plots invariably looked
shallow and, which is worse, often lacked theme consistency. In other words, the
generated stories failed to meet the requirement that it should always be possible
to summarize in a few words what a narrative is about.

In the folktale domain, this requirement is adequately contemplated through
the characterization of types and motifs in the Aarne-Thompson-Uther compre-
hensive Index [34]. Being told that a tale is a variant of type ATU 333, Little
Red Riding Hood, one could expect to read how �The wolf or other monster de-
vours human beings until all of them are rescued alive from his belly� and, while
reading, would observe how the type's conventional episodes are enacted:

1. Wolf's Feast. By masking as mother or grandmother the wolf deceives and
devours a little girl whom he meets on his way to her grandmother's.

2. Rescue. The wolf is cut open and his victims are rescued alive; his belly is
sewed full of stones and he drowns, or he jumps to his death.

Another well-known thematic guide is Joseph Campbell's Monomyth struc-
ture [4], which lists the episodes that should be found in any hero's journey, being
e�ectively seconded by Christopher Vogler's writer's journey guide to prospec-
tive authors [35]. Motivated by the Campbell/Vogler proposal, we turned our
attention to narrative patterns as a way to tackle interactive composition at a
thematically consistent story level, adopting the Monomyth as a �rst example.

The remainder of the paper is organized as follows. Section 2 presents a
short survey of related works. Section 3 describes our approach to use narrative
patterns. Implementation details are described in Section 4. Section 5 contains
conclusions and future work directions.

2 Related Work

The use of LLMs for narrative generation is a recent research topic. While some
works focus on the use of �ne-tuning techniques to improve narrative quality
[36,12,1], others explore new strategies to handle the narrative generation process
[40,37,5,41,38]. There are also works that focus on the evaluation of the writing
capabilities of LLMs [43,42,7].
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Our work represents a new strategy to explore the storytelling capabilities
of LLMs. In this context, Wang et al. [37] use interpolation techniques to guide
LLMs in the process of producing coherent narratives with user-speci�ed endings.
Castricato et al. [5] propose to treat story generation as a question-answering
process. Yang et al. [41] explore the use of an LLM to generate a structured
plan for the story, and then use recursive reprompting to incorporate relevant
information into the generated story. Xie and Riedl [39] employ LLMs to generate
suspenseful stories using an iterative-prompting-based planning approach. Lima
et al. [19,18,25] use semiotic relations to allow an LLM to create new narratives
by reusing elements from existing stories.

Extending our analysis beyond LLMs, we can identify other strategies to
use narrative patterns for story composition. Alvarez and Font [2] introduced
a system for representing narrative structures using interconnected tropes [16]
extracted from TvTropes [30] and graph grammars to describe game narrative
structures at an abstract level. Lima et al. [22] propose a method that reuses ex-
isting stories to generate new narrative variants by combining episodes extracted
and adapted from di�erent stories that share the same narrative structure.

Although the use of LLMs for narrative generation is a very active research
area, to the best of our knowledge, this is the �rst work to propose the use of
LLMs for pattern-guided narrative composition and creation of new patterns.

3 Narrative Patterns

3.1 Pattern-guided Composition

Starting from the highly in�uential Campbell/Vogler Monomyth, which consti-
tutes the initial motivation of the present work, we considered its fundamental
list of twelve stages and proceeded to adapt it to our standard pattern for-
mat, which coincides with how the Aarne-Thompson-Uther Index formulates the
episodes of type ATU 333 [34,11]. Therefore, each episode was speci�ed by a stage
name and an expressive stage description. By doing that to the Monomyth list,
with the help of GPT 4, we obtained what we named the Hero's Journey pattern,
which is described at https://narrativelab.org/patternteller/pattern.php?id=6.

To conceive the Monomyth, Campbell has surely analyzed, looking for their
commonalities, a considerable number of heroic narratives. And in the analysis
was famously in�uenced by Carl Jung's archetypes. For instance, in the place
of Propp's `villain', he included the `shadow', who in Jungian interpretation
[17] �symbolizes our `other aspect', our `dark brother', who, albeit invisibly, yet
belongs inseparably to our totality.�

Another well-known structure was proposed by Blake Snyder in a book [33]
which, as announced in its title � Save the Cat: the Last on Screenwriting You'll
Ever Need � reaches the utmost level of generality, not being con�ned to heroic
genres. In the opposite direction one can cite Lord Raglan's heroic structure [29],
less generic than the Monomyth, which, in particular, matches King Arthur's
legend, including contradictory assertions to the e�ect that that "His body is

https://narrativelab.org/patternteller/pattern.php?id=6
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not buried, but nevertheless he has one or more holy sepulchers". Even more
specialized is our pattern The Fall and Rise of the Grail Hero, which accompanies
the evolution of the Arthurian hero along this supremely spiritual quest [27].

In our experiments, we have mainly used Vogler/Campbell's Hero's Journey
and our The Fall and Rise of the Grail Hero pattern. Particularly engaging was
the result of trying the Hero's Journey, with the premise �The young samurai
Yoshitsune, living in the twelfth century, recovers the sacred mirror of Amaterasu
which had been stolen by Taira no Tomomori�. The resulting story is available
at: https://narrativelab.org/patternteller/view.php?id=246.

3.2 Creating New Patterns

New patterns can be created from what there is in common in two or more
narratives. An adequate method to achieve this purpose is most speci�c gener-
alization (MSG), as proposed in [15]. MSG can be easily implemented in logic
programming and works well with symbolic logic expressions. However, its ap-
plication to natural language narratives was beyond the state of the art at the
time of the work mentioned above.

Fortunately, the di�culty has been reduced with the advent of LLMs, as we
have found quite early through a simple example submitted to GPT 3.5 (gpt-
3.5-turbo-0125): �Please apply the most speci�c generalization to the sentences:
`Lancelot loved Guinevere' and `Tristan had a passion for Isolde', trying to cap-
ture the maximum in terms of commonalities." The �rst response was "A man
felt deep a�ection for a woman.� We then insisted: "Noting that Lancelot and
Tristan were knights and Guinevere and Isolde were queens, could you achieve
a better solution?", to which the system's reply is presented in Output 1.

Output 1. Certainly, taking into account the additional context that Lancelot
and Tristan were knights and Guinevere and Isolde were queens, a more re�ned
most speci�c generalization could be: "A knight adored a queen passionately".
This generalization maintains the romantic aspect while also incorporating the
roles of the characters involved. It captures the essence of both sentences while
highlighting the noble status and the intensity of a�ection between the characters.

We thus felt more con�dent to adopt MSG for pattern creation, aware that,
although the outcome might later need to be re�ned, a moderately satisfactory
version would be reachable in most cases, without requiring extensive editing.

As a �rst experiment, we asked the prototype - which will be presented in
Section 4 - to generate what we named the Magni�cent Protectors pattern from
two �lms whose similarity was evident, namely Seven Samurai (Toho, 1954) and
The Magni�cent Seven (United Artists, 1960), obtaining the pattern presented
at https://narrativelab.org/patternteller/pattern.php?id=8. Adding it to a pre-
de�ned pattern repertoire would be justi�able if it might be shown to have an
ampler scope than that of the input narratives. In the case of the Magni�cent
Protectors pattern, GPT 3.5 gave some support to our decision to keep it, �rst
by agreeing that the �lm Avatar would also match it, and next, called to search

https://narrativelab.org/patternteller/view.php?id=246
https://narrativelab.org/patternteller/pattern.php?id=8
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for yet another matching �lm, it cited The Lord of the Rings: The Two Tow-
ers. A welcome, unexpected sub-product of these tests was that, in both cases,
the GPT 3.5 response took the stage name - stage description standard pattern
format, as it revealed one-by-one the event correspondences.

Our prototype can handle more than two narratives and can even treat a
single one, making it somehow more general. The input, in all cases, can be either
the narrative title or a textual summary. We also found that the input can be a
list of operations in clausal format, denoting a plan-generated plot: �travel(Jane,
forest), capture(Draco, Jane, cavern), warn(King, Brian), travel(Brian,cavern),
rescue(Brian,Jane)�, from which the prototype created the pattern:

1. Departure - The protagonist begins a journey into an unknown and poten-
tially dangerous environment.

2. Encounter with Danger - The antagonist captures the protagonist in a
hostile environment.

3. Alerting of the Saviour - An authoritative �gure warns a potential savior
about the protagonist's situation.

4. Saviour's Journey - The savior embarks on a journey toward the location
of the captured protagonist.

5. Rescue and Resolution - The savior rescues the protagonist from the
antagonist's capture.

In a complementary open-access paper [26], we argued, based on seminal
studies [14,31], for the existence of �ve fundamental genres: comedy, romance,
tragedy, satire, and mystery. We then built patterns for each genre and applied
these patterns to create genre-oriented stories starting from the same premise.

4 PatternTeller - An AI-powered Storyteller

The proposed prototype, called PatternTeller, explores the structural knowl-
edge present in narrative patterns to guide LLMs in the process of generating
narratives. Unlike purely LLM-driven approaches, PatternTeller's structural in-
tegration aims to produce narratives that exhibit both the creativity of LLMs
and the structural logic and complexity of human-authored stories. The system
is accessible through our public website: https://narrativelab.org/patternteller/.

4.1 System Architecture

The architecture of PatternTeller, as shown in Fig. 1, is based on the multi-AI-
agents approach for narrative generation proposed in our previous work [19,18].
Three distinct AI agents are employed: (1) a Storywriter AI Agent, which oper-
ates in the narrative generation process by producing story chapters composed
of story events and scene descriptions; (2) an Illustrator AI Agent, which uti-
lizes the textual scene descriptions to produce visual representations for the
story events; and (3) a Pattern Specialist AI Agent, which is responsible for

https://narrativelab.org/patternteller/
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extracting narrative patterns from existing stories to compose new narratives.
Coordinating these agents is the Plot Manager, who controls the overall narra-
tive generation process by requesting chapters, patterns, and illustrations from
each respective agent. User interaction is facilitated through the User Interface
component, which allows users to compose and visualize narratives in a story-
board format. Stories and narrative patterns generated by the system are stored
in a Database.

Fig. 1. The architecture of PatternTeller.

The AI agents are implemented according to a plugin architectural approach
to facilitate the future replacement of the AI agents. As indicated in Fig. 1,
in the current version of PatternTeller both the Storywriter AI Agent and the
Pattern Specialist AI Agent use the text generation capabilities of the GPT 4
model (accessed via the OpenAI API). The Illustrator AI Agent, on the other
hand, is built upon a �ne-tuned version of the Stable Di�usion XL model hosted
on a private server and accessed through a REST API.

4.2 Pattern Generation

The possibility of generating new narrative patterns from existing stories is a
core functionality of PatternTeller. The proposed method explores GPT-4's lan-
guage modeling capabilities and extensive knowledge of existing stories to derive
narrative patterns. Our method is designed to handle two types of input: (1)
plain text summaries of one or more existing narratives; and (2) titles of well-
known stories (such as books and �lms). In both cases, a specialized prompt
designed to guide GPT-4 in the process of performing MSG is used (Prompt 1).
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Prompt 1. Generate a generic pattern that describes analogous events related
to the narrative stages of the provided narrative texts. Each narrative stage must
contain a title starting with "STAGE:", and a short description of the stage
starting with "DESCRIPTION:". The description at each stage must consist
of a complete action sentence expressing the most speci�c generalization of the
stage events taken from the texts. In addition, character names must be replaced
by their roles in the story or character types. Write only the narrative stages.

Prompt 1 was designed through multiple experiments with GPT 3.5 and GPT
4 to identify a way to apply MSG to �nd common elements within the input that
can be abstracted into broader pattern stage descriptions. The speci�ed format
for the output in the prompt plays an important role in ensuring the system can
easily interpret the generated patterns.

After generating the pattern as plain text, the system parses it to create the
formal representation of the pattern as Pi = {S1, S2, ..., Sn}, where Si represents
a stage of the narrative pattern Pi. Every stage is a tuple Si = (ti, di), where ti
is the title of the stage, and di refers to the description of the stage.

4.3 Story Generation

The proposed story generation process uses the guidance provided by the pre-
de�ned and user-generated narrative patterns to ensure thematic consistency
and structural coherence within the resulting stories. The user plays an essential
role in initiating and guiding the story generation process. To begin with, the
user provides a premise (Ri), which can be an original idea or an allusion to an
existing narrative. Additionally, the user selects the desired narrative pattern Pi

to guide the structure of the story.
Based on the provided input, a specialized prompt to instruct GPT-4 on

how to compose the story is generated. This prompt incorporates Ri, Pi, and
instructions for the LLM to generate the story chapter by chapter. Prompt 2
describes the parameterized structure of this prompt, which was designed and
re�ned through multiple experiments performed with GPT 4.

Prompt 2. Premise: <Ri>
Stages of the narrative pattern: <Pi = {S1, S2, ..., Sn}>
I'd like you to write a new creative story based on the indicated premise and
narrative pattern. For each stage, focus solely on the speci�c events of that stage
and break down the narrative of the stage into a sequence of events, where each
event starts with "EVENT X:" and is followed by the narrative of the event.
After the description of the event, add a second line starting with "IMAGE X:"
containing a short description of an image that illustrates the narrative event.
Write only the description of the events and images (do not add comments).
Let's start with the �rst stage: "<t1 ∈ S1>". After you complete the events for
this stage, please stop, and I'll ask you for the next stage, ensuring each stage is
described independently. Also generate a new creative title for the story and add
it at the beginning of the response starting with "TITLE:".
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A key feature of Prompt 2 is its directive to start by only generating events
of the �rst stage of the narrative pattern. This allows users to actively engage
in a step-by-step narrative generation process. At every step, two operations are
available for users: (1) Continue Story, which allows users to request the Story-
writer AI Agent to write the next chapter for the story (optionally suggesting
what should happen in the next chapter); and (2) Regenerate Chapter, which
allows users to request the Storywriter AI Agent to write an alternative version
of the current chapter. This interactive story generation process allows users to
evaluate the content of the story, propose new events, and re�ne existing ones
to compose a story that �ts the user's expectations.

The Continue Story operation allows users to actively engage in the narrative
composition process by providing suggestions that can in�uence the direction of
the narrative. These suggestions are optional, thus allowing users to either ac-
tively shape the story or passively observe the AI Agent's autonomous generation
of the story. Internally, a continue prompt (Prompt 3) is used to instruct the
AI Agent to generate the next chapter for the story. Whenever a suggestion is
provided (Uj), an alternative continue prompt is used (Prompt 4).

Prompt 3. Now, I'd like you to move to the next stage: "<ti ∈ Si>". After
you complete the events for this stage, please stop, and I'll ask you for the next
stage, ensuring each stage is described independently.

Prompt 4. Now, I'd like you to move to the next stage: "<ti ∈ Si>". Please
consider this suggestion while writing this stage: <Uj>. After you complete the
events for this stage, please stop, and I'll ask you for the next stage, ensuring
each stage is described independently.

In order to generate stories, PatternTeller explores GPT 4's ability to engage
in conversational interactions, which allows a collaborative narrative generation
process. The basic structure of this conversation is:

1. PatternTeller: Prompt 2
2. GPT 4: TITLE: story title. EVENT 1: description of event 1. IMAGE 1:

description of scene 1. ... EVENT N: description of event N. IMAGE N:
description of scene N.

3. PatternTeller: Prompt 3 or Prompt 4
4. GPT 4: EVENT 1: description of event 1. IMAGE 1: description of scene

1. ... EVENT N: description of event N. IMAGE N: description of scene N.

Messages 3 and 4 of the conversation structure are repeated until the story
reaches its end (i.e. when the last stage of the narrative pattern is used to
generate the last chapter of the story).

In addition to the Continue Operation, users can re�ne the narrative by
requesting the regeneration of a chapter. The Regenerate Chapter operation
removes the current chapter from the story and prompts the AI Agent to generate
a new chapter. By exploring the stochastic nature of GPT 4, this operation
introduces di�erent variations of story events, allowing users to explore various
narrative possibilities until they �nd one that aligns with their preferences.
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4.4 Image Generation

The proposed image generation process explores the recent advancements in text-
to-image machine learning models to create visual representations of the story
events. In our implementation, we employ the Juggernaut XL model,3 which is
a �ne-tuned version of the Stable Di�usion XL model.

The scene descriptions created during the narrative generation process play
a crucial role in the image generation process. While directly feeding these de-
scriptions into the Stable Di�usion model would su�ce for producing illustrative
representations of the narrative events, we implemented some additional prompt
optimizations to improve image quality. First, we incorporated an additional user
parameter, the illustration style, which allows users to customize the visual aes-
thetic of the generated images. This parameter is combined with the description
of the scenes to form the �nal prompt provided to the Illustrator AI Agent. The
default illustration style of PatternTeller is �Hyperdetailed Photography, Cin-
ematic�, which generates aesthetically pleasing and cinematic-looking images.
However, users are allowed to modify this style by providing any desired de-
scriptions, such as the style of famous artists (e.g., �painted by Pablo Picasso�).

Another prompt optimization technique that we implemented involves the
use of a general negative prompt, which aims to guide the model toward gener-
ating more accurate images by explicitly identifying undesirable visual elements.
The negative prompt was crafted based on weaknesses observed in the model's
outputs for narrative events. The negative prompt used by PatternTeller is:
�((poorly drawn hands)), ((poorly drawn face)), blurry, ((bad anatomy)), (((bad
proportions))), ((extra limbs)), extra �ngers, mutated hands, out of frame, (mal-
formed limbs), ((missing arms)), ((missing legs)), ((extra arms)), (((extra legs))),
(((long neck)))�, where parentheses are used to convey emphasis, with more
parentheses representing a greater emphasis on the undesired elements.

The use of parenthesis to increase the emphasis of certain elements is also
applied to the scene descriptions. By emphasizing nouns and adjectives, we
were able to produce more concise illustrations. The process of automatically
adding parenthesis to scene descriptions is implemented using the natural lan-
guage processing library spaCy, which is able to create linguistic annotations for
the identi�cation of noun phrases and adjectives. For each noun chunk identi�ed
in the scene description, the algorithm distinguishes nouns and proper nouns
(NOUN, PROPN) from their associated adjectives (ADJ) and coordinating con-
junctions (CCONJ). Then, the method constructs noun-adjective pairs, mapping
each noun into its preceding adjectives, if any. Nouns without adjectives receive
a double set of parentheses, signaling a lesser degree of emphasis, whereas noun-
adjective pairs are enclosed in triple parentheses for a higher degree of emphasis.

For example, by giving the following scene description: �Eira is shown in her
humble cottage, with a small �ame dancing on her �ngertips, her eyes re�ect-
ing curiosity and wonder�, our method will produce the following description:
�((Eira)) is shown in her (((humble cottage))), with a (((small �ame))) dancing
on her ((�ngertips)), her ((eyes)) re�ecting ((curiosity)) and ((wonder))�.

3 https://civitai.com/models/133005/juggernaut-xl

https://civitai.com/models/133005/juggernaut-xl
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Fig. 2 shows the images generated for the aforementioned scene description
by applying the previously described prompt optimization techniques: V1 is the
image based only on the original scene description; V2 combines the original
scene description with the default illustration style; V3 combines the original
scene description, the default illustration style, and the general negative prompt;
and V4 combines all prompt optimization techniques used in V3 with the scene
description that uses parentheses to increase the emphasis of certain elements.

Fig. 2. Example of image variations generated by applying di�erent prompt optimiza-
tion techniques.

4.5 User Interface

As illustrated in Fig. 3, the user interface of the system is designed to facilitate
both story composition and the creation of new narrative patterns. To compose
a new story, users must provide a short premise, select the desired narrative
pattern, provide an optional illustration style, and then press the �Generate
Story� button on the initial screen of PatternTeller (Fig. 3 (I)). Then, the system
transitions to the story composition screen (Fig. 3 (II)), where users can view
the generated story's title, the events of the �rst chapter in a storyboard format,
and continue with the story composition process. When creating a new narrative
pattern, the user can decide whether to extract the pattern from existing stories
or manually create the pattern. To extract it from existing stories, one or more
stories must be provided as input. Then, the �Extract Narrative Pattern� button
can be used to request the system to generate a narrative pattern (Fig. 3 (III)).

In the story composition example illustrated in Fig. 3, the user �rst entered
the premise �A young, untested sorceress is chosen as Merlin's apprentice, thrust
into a hidden war between magical factions. She must master her chaotic pow-
ers under Merlin's cryptic guidance while battling a malevolent force seeking
to exploit her potential� (Action 1 in Fig. 3 (I)), and selected Hero's Journey
as the narrative pattern (Action 2 in Fig. 3 (I)). Then, clicking on the �Gener-
ate Story� button (Action 3 in Fig. 3 (I)), prompted PatternTeller to generate
a new story titled The Hidden Veil: Secrets of Sorcery. After viewing the �rst
chapter, the user has various options: either regenerate the entire chapter by
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Fig. 3. The user interface of PatternTeller.

pressing the �Regenerate Chapter� button, or regenerate only the images of cer-
tain scenes by clicking on the reload button that becomes visible when the user
hovers the mouse over any scene illustration, or continue the story by press-
ing the button �Continue Story� to generate the next chapter for the story,
deciding whether or not to provide suggestions in the �Optional Suggestions�
�eld. The system will consider these suggestions during the next chapter gener-
ation or regeneration. The full story generated for this example is available at:
https://narrativelab.org/patternteller/view.php?id=293.

In the pattern generation example, also presented in Fig. 3, the user started
the process of creating a new narrative pattern (Action A in Fig. 3 (III)) and
decided to extract it from existing stories (Action B in Fig. 3 (III)). The titles of
two movies were provided by the user as input: Seven Samurai and The Magni�-
cient Seven. Then, clicking on the �Extract Narrative Pattern� button (Action C
in Fig. 3 (III)), triggered PatternTeller to produce the narrative pattern called
Magni�cent Protectors, mentioned in Section 3.2. The full description of this
pattern is available at https://narrativelab.org/patternteller/pattern.php?id=8.

https://narrativelab.org/patternteller/view.php?id=293
https://narrativelab.org/patternteller/pattern.php?id=8
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5 Concluding Remarks

We proposed an AI-powered approach that ful�lled our initial intention of using
narrative patterns to promote thematic consistency. However, we soon realized
that patterns, besides favoring good authorial practices, served the complemen-
tary purposes of repetition and innovation. As to repetition, the ability to com-
pose following a pattern allowed to retell the same course of events in a di�erent
context, as well as to pursue continued production ventures such as franchises
and series. As to innovation, creating new patterns permitted to introduce new
types, congenial to modern trends, by generalizing two or more popular works,
or by entering a single narrative, which may even consist of a tentative text by a
beginner author. Once created, a new pattern is ready for story composition to
be triggered by a correlated user's premise. These conclusions are in line with the
results obtained in our recent work on the use of semiotic relations to compose
new narratives by reusing elements from existing stories [25].

Resorting to AI agents brings invaluable bene�ts for narrative generation
when compared to plan-based approaches, since di�cult and arduous prepara-
tory formal domain speci�cations are no longer needed in view of the huge in-
formation bases memorized as part of LLMs' training. Users, in turn, are not
required to learn any formalism, given that their communication with the proto-
type interface is exclusively in natural language, exactly as the resulting narra-
tives and patterns are all in idiomatic English � whereas the AI agent is largely
tolerant with users' typos and imprecise statements.

And yet much work remains to be done as this project continues. Until now
the prototype mainly served to us as proof of concept, for which it has been
very useful by giving us a better understanding of how patterns function as
de�ning accessories to types, or to entire genres as happens with the Monomyth.
Extensive user studies to evaluate usability and story quality are a short-term
necessity that we plan to explore as the next step of this project. Furthermore,
a particularly crucial research goal is to revise in depth the way LLMs process
the MSG method applied to pattern creation, with the objective of grading the
level of analysis so as to improve the capture of commonalities.

As to the occasionally still faulty performance of Stable Di�usion, the AI
agent responsible for scene images, future e�orts may target further improving
the image generation process. A promising solution involves the development of
a library with detailed descriptions of characters and their physical attributes.
By allowing users to select the protagonists of their stories from this set of pre-
de�ned characters, the system would be able to provide more detailed descrip-
tions of the scenes to the Stable Di�usion model, which can possibly enhance
character consistency across images in the same story.

Lastly, future work may go beyond the linear patterns currently handled by
the prototype, in order to treat, for example, network patterns with forks, joins,
loops, and distinct mandatory or optional events, thereby increasing the proto-
type's functionality and enhancing interactivity, by o�ering to users a succession
of multiple-choice decision points.
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